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HPC VS. HTC COMPARISON 

 High Performance Computing (HPC) Model 

 Parallel, tightly coupled applications  

 Single Instruction, Multiple Data (SIMD) architecture 

 Programming model: typically MPI 

 Apps need tremendous amount of computational power 
over short time period 

 High Throughput Computing (HTC) Model 

 Large number of independent tasks 

 Multiple Instruction, Multiple Data (MIMD) 
architecture 

 Programming model: non-MPI 

 Apps need large amount of computational power over long 
time period 

 Traditionally run on large clusters 

 HTC and HPC modes co-exist on Blue Gene 

 Determined when resource pool (partition) is allocated 

 



BLUE GENE FOR HTC  

MOTIVATION  

 High processing capacity with minimal floor space  
 High compute node density – 2,048 processors in one 

Blue Gene rack  
 Scalability from 1 to 64 racks (2,048 to 131,072 

processors) 
 Resource consolidation 

 Multiple HTC and HPC workloads on a single system 
 Optimal use of compute resources 

 Low power consumption 
 #1 on Green500 list @ 112 MFlops/Watt 

(www.green500.org/CurrentLists.html) 
 Twice the performance per watt of a high frequency 

microprocessor 
 Low cooling requirements enable extreme scale-up 
 Centralized system management  

 Blue Gene Navigator 



GENERIC HTC FLOW ON BLUEGENE 

HTC activates one launcher thread on each node 

-- thread restarts when “exec()” terminates or fails. 

Node 

launcher: 

{  

w=read(fd); 

exec(w);  

}      
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CONDOR AND IBM BLUE GENE 

COLLABORATION 
 Both IBM and Condor teams engaged in adapting code to 

bring Condor and Blue Gene technologies together;   

 Initial Collaboration (Blue Gene/L) 
 Prototype/research Condor running HTC workloads on Blue 

Gene/L   
 Condor developed dispatcher/launcher running HTC jobs  
 Prototype work for Condor being performed on Rochester On-

Demand Center Blue Gene system 

 Mid-term Collaboration (Blue Gene/L) 
 Condor supports HPC workloads along with HTC workloads on 

Blue Gene/L 
 Long-term Collaboration (Next Generation Blue Gene) 

 I/O Node exploitation with Condor 
 Partner in design of HTC services for Next Generation Blue Gene 

 Standardized launcher, boot/allocation services, job 
submission/tracking via database, etc. 

 Study ways to automatically switch between HTC/HPC 
workloads on a partition 

 Data persistence (persisting data in memory across executables)   
 Data affinity scheduling 

 Petascale environment issues 



CONDOR ARCHITECTURE 
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CONDOR WITH BLUE GENE/L 
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IBM’S BLUE GENE/P SUPERCOMPUTER 
 

 Applying Innovation that Matters to High Performance Computing 

 

 – Ultrascale performance 

 

 – High reliability 

 

 – Easy manageability 

 

 – Ease of programming, familiar open/standard operating Environment 

 

 – Simple porting of parallel codes 

 

 – Space saving design 

 

 – Low power requirements 

 

 – Limited performance and memory per core 

 



What is Blue Gene? 
 

•  Massively Parallel Architecture 

 

– A computer system with many independent arithmetic units or entire 

microprocessors, that are connected together to be one very large computer 

 

– Opposed to Clusters / Shared Memory Processing 

 

•  Two solutions available by now, one in the roadmap 



Blue Gene/P Packaging 



Blue Gene/P Compute Card 



Blue Gene/P ASIC 



Blue Gene/P Node Card 



Blue Gene/P Rack Content 



Torus X-Y-Z 



Node, Link, Service Card Names 



Node Card 



Link Card 



Service Card 



CLOCK CARD 



BLUE GENE/P SYSTEM COMPONENTS 



BLUE GENE BLOCKS  

HIERARCHICAL ORGANIZATION 



BLUE GENE/P FULL CONFIGURATION 



BLUE GENE/P INTERCONNECTION 

NETWORKS 



BLUE GENE NETWORKS 



THREE-DIMENSIONAL TORUS NETWORK: 

POINT-TO-POINT 



TORUS VS MESH 



COLLECTIVE NETWORK: GLOBAL 

OPERATIONS 



OTHER NETWORKS 



PARTITIONING 



SUB-MIDPLANE PARTITIONS 



MULTI-MIDPLANE PARTITIONS 



SPEC/FEATURE COMPARISON 



BLUE GENE/P SOFTWARE STACK 



I/O NODE KERNEL 



PROCESSING SETS (PSETS) 



SYSCALL FUNCTION SHIPPING 



COMPUTE I/O DAEMON (CIOD) 



COMPUTE NODE SOFTWARE STACK 



COMPUTE NODE KERNEL (CNK) 



CNK MODES OF EXECUTION 



CNK SYSTEM CALLS 



CNK MMAP AND CLONE RESTRICTIONS 



GLIBC PTHREAD SUPPORT 



CNK DYNAMIC LINKING & PYTHON (2.5) 



CNK FULL SOCKET SUPPORT 



BLUE GENE/P SOFTWARE TOOLS 



BLUE GENE/P SOFTWARE ECOSYSTEM 1  



BLUE GENE/P SOFTWARE ECOSYSTEM 2  



WHAT’S NEW WITH BG/P 



PROGRAMMING MODELS & DEVELOPMENT 

ENVIRONMENT 



EXECUTION MODES 



BLUE GENE/P EXECUTION MODES 



PROGRAMMING MODELS 



SYMETRICAL MULTI-PROCESSING MODE 

(SMP) 



DUAL MODE 



VIRTUAL NODE MODE 



HIGH THROUGHPUT COMPUTING (HTC) 

MODE 



HIGH PERFORMANCE VS HIGH 

THROUGHPUT MODES 



 THANK YOU!!! 


